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Module 1
Introduction

1.1 Objectives
In this exercise you will be introduced to R, including how to get a copy of R and documentation that can be found on web sites. The exercises then use R to get basic statistics and a linear regression using tree data.

1.2 Background
R is a free software package that has been designed to analyze and graph data. A collection of people worldwide have developed libraries of functions that you can use to analyze data. Because this is freeware, there may be “bugs” in the software. However, many of the library functions have now been tested by many users, and compared to other commercially available software packages such as SAS and SPSS.

1.3 Installing R on your home or laptop computer
To run R, first you need to load the software. Generally, to load the software, you can go to R website directly. There are instructions for downloading software on the site. You will need to find a Cran near to your location, for faster service. A list of these can be found on the R website. This loads the standard package, with a number of libraries. Here are the steps you would follow:

   Go to the R website: http://www.r-project.org/

   Select CRAN, which is under Download, on the left hand side of the screen

   From the list (centre and right side of the screen), select the closest location

   Then, select Download and Install R, and select Windows

   Under Subdirectories, select Base

   R-2.9.0-win32.exe [or whatever the latest version of R is]

   You will be asked if you want to run or to save this file. If you are ready to install the package, click on Run.
You will then be prompted for where you wish to save the file (pick a simple path on you home or laptop computer e.g. C:/R ). Use the default settings.

When you are done, there should be the R icon on your desktop and R should be ready for your use.

1.4 Running R

After you install R for Windows, you will have an R icon on your desktop. To run R, click on the icon. You get a work session window. You could type in your commands here and they would run as you enter them. Instead, you can enter your commands into a separate file called script. The script is just R commands, organized and put into a text file. Then, you can open your script file while you are running R. You will get a separate window with the script. You can then run this all at once (only if you are very confident), or in segments (preferred).

The outputs from running your commands will also appear in the session window. At end time, you can use Edit and Clear Console to clean out the session window. However, the data you brought in, and any variables you created will still be there.

If part of your script involves getting a graph, another window opens up if you get a graph using R. If you run another graph, the original graph disappears and you get the new graph.

You can save the work session, the script, and the graph window anytime you wish, by using File and Save for the session window when that window is active, or to save the script when the script window is active, or to save the graph when the graph window is active.

1.5 Useful things to know

R is case sensitive. This means that the variable Trees is not the same as the variable trees for example. Also, R does not like spaces or special characters. Instead, use a ‘.’ For example, trees.pine identifies a variable.

R uses two slashes instead of one to indicate a subfolder. For example, if your data in Windows are in: E:\measurements\trees.txt then in R you would use E:\measurements\trees.txt since the single slash has a different meaning.

Any R commands that start with # are just comments that you can add to explain what the script does.
1.6 Graphs
R is very good at graphs. The main way to make a graph is to use the function `plot()`, where there are a number of arguments in the brackets (i.e., the x variable, the y variable, labels, type of graph, etc. However, only one graph appears at once, in a separate window. When you graph in R, you should save the graph (e.g., as a .jpg file or as a metafile), before moving to the next graph. R can also do multiple graphs on the same graph window.

1.7 Help
The R website has a number of manuals that you might find useful, including:

3. R for Beginners (http://cran.r-project.org/doc/contrib/Paradis-rdebut_en.pdf)
5. R: A Language and Environment for Statistical Computing – A Reference Index prepared by the R Development Core Team (http://cran.r-project.org/doc/manuals/fullrefman[1].pdf)

There are also a number of very useful books published by Springer, and Chapman and Hall publishers. In addition, more reference materials have been listed at the end of the manual (Contributed Documentation).

At any time, you can also use `help()` where the function is given in the brackets. This help is a bit hard to follow, and is really meant to tell you the specific options for a function. However, there are also a few examples with the help that you might find useful as you are using R.

1.8 Expanding the R package
When you run R, only some of the functions are brought into the work session automatically to save memory. To add others, you can use `require()` where the package is given in brackets. Also, there are many other parts of R that are extra to the main package. To bring these in, you will need to access the website and get the software package. This then can be downloaded to the R directory in a sub-folder under library. For example, if you installed R in: C:\Program Files\R\R-2.9.0\, then you can add more software into C:\Program Files\R\R-2.9.0\library\ You can then use `library()` to bring in these other packages for your analysis.

1.9 Learning R
Many people have put documentation and examples using R code or script on the web. Examples are very helpful for reducing the time you spend in getting
R to do what you would like. However, the best way to learn R is really to use it. The course materials provided by Dr. Andrew Robinson (icebreakeR) are excellent to help you practice and learn R and become more comfortable with using it for your analyses. The exercises provided here are very brief and just give you a taste of using R for forestry problems.
Module 2
Basic Statistics and Regression Analysis Using R

2.1 Files Needed
You will need the files: *ht_dbh.xls* and *ht_dbh.txt* (the tree data) and *ht_dbh.R* (R commands, called R script).

2.2 Exercise
A forest land owner measures the outside bark diameters at 1.30 m above ground (dbh) and total tree height from ground to tree tip for a sample of 20 trees on a small piece of land. The trees are equally spaced over the land area. The measures are:

<table>
<thead>
<tr>
<th>Tree Number</th>
<th>Dbh (cm)</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.1</td>
<td>14.2</td>
</tr>
<tr>
<td>2</td>
<td>11.2</td>
<td>15.1</td>
</tr>
<tr>
<td>3</td>
<td>19.7</td>
<td>25.3</td>
</tr>
<tr>
<td>4</td>
<td>20.5</td>
<td>21.2</td>
</tr>
<tr>
<td>5</td>
<td>17.8</td>
<td>21.5</td>
</tr>
<tr>
<td>6</td>
<td>17.0</td>
<td>18.0</td>
</tr>
<tr>
<td>7</td>
<td>11.0</td>
<td>12.1</td>
</tr>
<tr>
<td>8</td>
<td>4.1</td>
<td>5.2</td>
</tr>
<tr>
<td>9</td>
<td>6.0</td>
<td>6.3</td>
</tr>
<tr>
<td>10</td>
<td>8.0</td>
<td>9.1</td>
</tr>
<tr>
<td>11</td>
<td>2.3</td>
<td>10.1</td>
</tr>
<tr>
<td>12</td>
<td>20.1</td>
<td>19.2</td>
</tr>
<tr>
<td>13</td>
<td>18.0</td>
<td>16.0</td>
</tr>
<tr>
<td>14</td>
<td>22.1</td>
<td>26.3</td>
</tr>
<tr>
<td>15</td>
<td>16.3</td>
<td>17.3</td>
</tr>
<tr>
<td>16</td>
<td>20.5</td>
<td>19.8</td>
</tr>
<tr>
<td>17</td>
<td>17.0</td>
<td>20.1</td>
</tr>
<tr>
<td>18</td>
<td>18.0</td>
<td>22.3</td>
</tr>
<tr>
<td>19</td>
<td>17.0</td>
<td>19.5</td>
</tr>
<tr>
<td>20</td>
<td>19.7</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Before we can do any analysis, we need to bring these data into the R environment. We can do this by:

1. Typing the data right into the R script (Parts I to IV of this Exercise)
2. Entering the data into EXCEL (eg., *ht_dbh.xls*) and then saving this as a tab delimited text file (e.g., *ht_dbh.txt*) or comma delimited file (e.g., *ht_dbh.csv*) (Part V of this Exercise).
Once the data are in the R environment, we can get basic statistics, fit models, get graphs, etc.

For this exercise, R script was provided as *ht_dbh.R*. The script is organized in parts using comments (the # denotes comments). To learn what the script is doing, you should run this in pieces and determine what the R code is doing before you move on to the next step.

To run this in segments, you can copy and past a part of the R script into the work session, and then running that part. Another way that we will use is to highlight a part of the script and using Ctrl+R to run that part of the script.

The work session window will include the R commands, and the outputs. At any time, you can copy and paste any part of the session window into a WORD file, or store the entire work session window.

1. First, start R, and bring the script in by using File and then Open Script. Browse until you find the *ht_dbh.R* file and click on it to bring it into R. You will see that there are comments added to the script to explain what each line of code does. Remember, comments begin with #.

2. Part I: Using the R script provided as *ht_dbh.R*, highlight Part I of the code that brings the data into R. This is done by 1) highlighting that part of the code, and 2) using Ctrl+R to run the code. You should see results in the “session” window. What did each line do? Try to understand how each line of code was used to bring the data into the R environment.

3. Part II. Run the next part of the R code provided to calculate simple statistics for the heights. For each item in this list, 1) find the R code, highlight the code, and use Ctrl+R to run the code. Write down the answers you obtain.
   
   a. The sample mean  
   b. The variance  
   c. The standard error of the mean  
   d. The mode  
   e. The median  
   f. The coefficient of variation as a percent  
   g. A 95% confidence interval for the true mean (all of the trees).  
   h. Given the sample data, and no assumptions about the probability distribution, what is the estimated probability that a tree will be more than 10.0 cm in dbh?
i. Given the sample data, and the assumption that it follows a normal distribution, what is the estimated probability that a tree will be more than 10.0 cm in dbh?

3. Before running more of the provided R code, modify this to obtain the same statistics for dbh. To do this, use **File** and **New Script** to open a new window for your script that you will create. Then, copy and paste the code for the height basic statistics into the file, save it, and modify it for dbh instead of height. *Again, write down the answers as you get them OR copy and paste them from the console to a WORD file.*

4. Parts III and IV. Now, we would like a model to predict height from dbh, since height is harder to measure. The fitted model can then be used where only dbh was measured. Using the R code provided, locate and run the part of the code fits the model. *Run this in parts, as before and write down your answers as you go.*

   a. Graph the height versus dbh for these sample data. **NOTE:** This will appear in a Graph window. Save the graph as picture for future reports.

   b. Since this is not a linear relationship, transformations are needed to linearize the relationship before using linear regression. **NOTE:** Part III does height versus dbh (no transformations) whereas Part IV uses transformations.

   c. Fit a simple linear regression of height versus your transformed dbh **NOTE:** There is no need to change units to be the same for both variables. Write down the answers that you get as you use the script to get:

      i. The estimated intercept and slope. Use the estimated slope and intercept and overlay your equation over the selected graph in part c.

      ii. Calculate the standard errors and 95% confidence intervals for the intercept and for the slope.

      iii. The coefficient of determination ($r^2$) and the standard error of the estimate ($SE_E$), also called the root mean squared error (Root MSE). What do these mean?

      iv. Graph the fitted line over the original points.

      v. Based on the graph, are the assumptions that the line fits the data and that variances of y’s around the x’s are equal met for your selected equation? (i.e., you need the residual plot).

      vi. Are errors normally distributed?

      vii. How would you check the assumption that the observations are independent for these data?
5. In forestry, we sometimes measure height on photographs, or using LiDAR. In that case, dbh is the expensive variable. Using the same data, assume that the heights were measured using LiDAR and we then want an equation to predict dbh from LiDAR height. Use File and Open Script to open another window for some new script. Copy and paste the R code for the height vs dbh equation to New Script and modify the script to instead obtain an equation for dbh vs height. Using your outputs, answer the same questions as in 4c but for this model.

6. Before going to Part V, clean up your all of your work and remove all objects. This is done by using Edit and Clear console and also Misc and then Remove all objects. This allows you to start fresh, getting rid of any variables and data you brought in, and any outputs you have created. This can prevent errors, but you must bring in new data after clearing out all the objects.

7. Part V: In this part, the data come from an EXCEL file instead of being entered into the R code itself. These data were entered into EXCEL and then saved as a tab delimited text file to be used in R (ht_dbh.txt). You must give the full path for your data, and NOTE that the folders are given after \ instead of the usual \ used by Microsoft Windows. Run this other script, and again write down your answers as with Question 4c.

2.3 More Exercises
1. Close R to get rid of all script and datasets.
2. Open R again, and open the ht_dbh.R script.
3. Using File and New Script to open a new window for your script. Using the code provided in ht_dbh.R script as your model:
   a. Bring the ht_dbh.txt data into the R environment.
   b. Create two new variables and plot these by:
      loght<-log(height)
      logdbh<-log(dbh)
      plot(loght,logdbh)
      How strong is this relationship? Is it a linear relationship? Could you fit a linear regression to this relationship based on the graph? NOTE: You cannot compare the R square for this model to that where the y variable was height instead of loght.
   c. Using the R script as an example, get a linear regression of loght versus logdbh. Does the residual plot indicate that this is a good regression (i.e., are the points balanced around zero across the range of predicted heights?)
d. Copy your regression results from the session window into WORD, and copy and paste any graphs to go with your regression results. Add a few points on why this model is a good model or not based on these outputs.

e. Save your R script for future use.
Module 3
Graphs Using R

3.1 Background
R has some very useful graphics functions. These can be very helpful for conveying information to audiences in presentations and papers. We have already used histograms, and scatterplots for regression results.

3.2 Files
We will use the tree data found in trees.txt for this exercise. There are 250 Populus trees and 250 Abies trees in this dataset. We will run some simple plots to visualize this fairly large dataset. The script can be found in graphs.R.

3.3 Running the R Script

1. Start R
2. Use File and Open script to bring in the graphs.R script.
3. For graphs, a number of lines of the R script must be run together, to set up the graph, and then add data to the graph. These lines of R script are separated by blank lines. Run the R Script in parts by: 1) highlighting a part of the script and then 2) Using Ctrl+R to run the script.
4. As you run the script in parts, write down what each section does.
5. Also, click on the graph window and then File and Save As to save one or more of your graphs.

For discussion:
Which plot(s) did you find useful in visually describing these data?
Module 4
Multiple Linear Regression Using R

4.1 Background
Multiple linear regression uses more than one x-variable to predict the variable of interest, the y-variable. The x’s can be several different variables that we have measured, or can be the originally measures variables, plus transformations of these variables. For example, we may use dbh and dbh squared to predict height, rather then just dbh or just dbh squared. In the case of the transformed variables, we are trying to meet the assumption that the linear model is correct.

4.2 Objective
Practice bringing in data that originally in an EXCEL file, and practice using R to get an equation with more than one predictor variable (x-variable) in a multiple linear regression.

4.3 Files
For this, you will use data gathered for a few African trees (provided by Prof. Akindele). The data can be found in african_trees.xls. There is also R script provided as mlr.R

1. Getting the data into R:
   a. In EXCEL, bring up the data file.
   b. Save this as a tab delimited text file called african_trees.txt.
   c. Start R.
   d. Bring in the R script found in mlr.R.
   e. Modify the R script by correcting the path for the datafile.

2. Use the script to run a multiple linear regression to predict height (Ht) from dbh (Dbh) and transformations of dbh. As with Exercise 1, run this in segments and relate what happens to the R code that you have run (i.e., highlight a part of the code and use Ctrl+R to run that part). There are blank lines in the code to indicate a “part” of the code that should be run at the same time.

NOTE: In R, the variable dbh is different from the variable Dbh – captial letters matter.
Module 5
Extra Exercise on Multiple Linear Regression using R

5.1 Background
Data have been gathered on a number of plots in a forest. In each plot, the tree dbh and height, and the species were measured. An existing volume function was used to find the volume per tree. Then, each plot was summarized to obtain summary variables. The plot data are in \textit{stand.txt}.

5.2 Objective
The objective is to find a good equation to estimate volume per ha, from variables that are easier to measure. Then, in future plots of a similar kind of forest, these other variables can be measured, summarized for the plot, and then used to estimate volume per ha by inputting them into the equation.

5.3 Exercise
Fit a model that predicts volume per ha from other variables. Consider X variables that are easier to measure first (e.g., average dbh). Use the \textit{mlr.R} code as a guide and modify this for this new data and regression problem. Use any transformations you might need to meet the assumptions of multiple linear regression.

5.4 Questions
1. Which equations did you try? (Try at most two equations) Which ones met the assumptions of regression (i.e., normal distribution of residuals, even pattern of residuals around zero indicating that the model fits the data and that the variances are equal across the range of predicted values)
2. Of the equations where the ASSUMPTIONS were met, assess which equation is better in terms of:
   a. The R square value (CAREFUL – can only compare those that had the SAME Y variable!!)
   b. The Root MSE
   c. The fitted line plot
   d. Whether the equation is significant
   e. Whether each variable is significant
   f. The cost of measuring the X-variables (to use the equation).
3. Based on this assessment, which equation would your recommend for use?
NOTE: There is R script prepared, in `exercise_extra_MLR.R` if you do need help with setting up the R script. In the R script, you will find more code for graphs that you might find useful also!
Module 6
Using R and Stepwise Methods to Select Predictor Variables in a Regression Model

6.1 Background
Stepwise methods can be helpful for selecting some x’variables for predicting the y-variable. Methods can be forward (in only), backward (out only) or both (in and out). The resulting subset of x variables can be different, depending upon the method used. Once subsets of x variables are obtained using these selection methods, a full regression can be run, and the assumptions checked, etc.

6.2 Files
We will use the plot data found in stand.txt for this exercise. The data for each plot were compiled to obtain volume per ha, basal area per ha, stems per ha, top height, quadratic mean dbh, average age, site index. The script can be found in stepwise.R.

6.3 Exercise
Run the script in sections, as before, to be able to understand what the R code does. Then, using one of the subsets of selected variables, run a full regression analysis and check assumptions, etc.

For discussion:
How useful were these selection methods for choosing x variables to predict volume per ha? Did you obtain a good result with your full regression using the subset of x variables?
Module 7
Experiments Using a Completely Randomized Design, One-Factor Using R

A researcher wants to examine the impacts of thinning (tree removal) on growth of red pine trees in Ontario, Canada. There are three treatments: No removal (control), thinning (light – few trees are removed), heavy (many trees are removed). A plantation of 30 ha is selected, where trees are evenly spaced, with similar dbh’s (diameter outside bark, measured at 1.3 m above ground) and are currently 15 years old. Fifteen areas are established in the plantation, each 1 ha in size (experimental unit). Each 1 ha area is then randomly assigned a treatment, resulting in five experimental units having each treatment. After 5 years, a number of 0.02 ha plots are established, systematically, over the each 1 ha area. The dbh’s of all live trees are measured in each plot, and entered into an excel file. The average diameters are calculated for each 1 ha experimental unit resulting in the following values (data are in crd.txt):

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Exp_unit</th>
<th>AveDbh</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>10</td>
<td>7.50</td>
</tr>
<tr>
<td>None</td>
<td>4</td>
<td>6.70</td>
</tr>
<tr>
<td>None</td>
<td>1</td>
<td>7.20</td>
</tr>
<tr>
<td>None</td>
<td>14</td>
<td>8.20</td>
</tr>
<tr>
<td>None</td>
<td>3</td>
<td>8.60</td>
</tr>
<tr>
<td>light</td>
<td>13</td>
<td>9.60</td>
</tr>
<tr>
<td>light</td>
<td>8</td>
<td>8.40</td>
</tr>
<tr>
<td>light</td>
<td>5</td>
<td>8.90</td>
</tr>
<tr>
<td>light</td>
<td>2</td>
<td>9.60</td>
</tr>
<tr>
<td>light</td>
<td>12</td>
<td>11.10</td>
</tr>
<tr>
<td>heavy</td>
<td>11</td>
<td>11.40</td>
</tr>
<tr>
<td>heavy</td>
<td>9</td>
<td>9.90</td>
</tr>
<tr>
<td>heavy</td>
<td>6</td>
<td>10.60</td>
</tr>
<tr>
<td>heavy</td>
<td>7</td>
<td>12.70</td>
</tr>
<tr>
<td>heavy</td>
<td>15</td>
<td>13.50</td>
</tr>
</tbody>
</table>

Using the script found in crd.R:
1. Obtain a boxplot. Based on this boxplot, are there differences in AveDbh among the three treatments?
2. The null hypothesis is that there are no differences in mean of AveDbh among these three treatments?
   a. Check the assumptions by getting a histogram and normality plot of the residual values.
b. If assumptions are met, set up your hypothesis (H0 and H1), obtain the F test statistic, the F critical value (or p-value), and make your decision (reject H0?), using the lm output. Use alpha=0.05.

3. Use pairs of means t-tests to check for differences between pairs of treatments. Remember to correct this test using a Bonferroni correction (i.e., divide alpha by the number of pairs of means).

Discussion:
Are these tests reliable? Were assumptions of Analysis of Variance met, or are transformations needed?

If assumptions were met, what are the results of your tests? Are there differences in AveDbh? If so, which thinning methods differ?
Module 8

Experiment Using a Completely Randomized Design, Two Factors

In a second study, the impacts of thinning (tree removal) and fertilization on growth of red pine trees in Ontario are of interest. The three levels for the first factor, thinning, are: No removal (control), thinning (light – few trees are removed), heavy (many trees are removed). For the second factor, fertilization, there are two levels, from 1 (no fertilizer) to 2 (fertilizer). In total, there are six treatments. Again, a plantation of 30 ha is selected, where trees are evenly spaced, with similar dbh’s (diameter outside bark, measured at 1.3 m above ground) and are currently 15 years old. Twelve areas are established in the plantation, each 1 ha in size (experimental unit). Each 1 ha area is then randomly assigned a treatment, resulting in two experimental units having each treatment. After 5 years, a number of 0.02 ha plots are established, systematically, over the each 1 ha area. The dbh’s of all live trees are measured in each plot, and entered into an excel file. The average diameters are calculated for each 1 ha experimental unit resulting in the following values (crd_two_factors.txt):

<table>
<thead>
<tr>
<th>Exp_unit</th>
<th>Thinning</th>
<th>FertLevel</th>
<th>AveDbh</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>none</td>
<td>1</td>
<td>6.7</td>
</tr>
<tr>
<td>4</td>
<td>none</td>
<td>1</td>
<td>7.2</td>
</tr>
<tr>
<td>8</td>
<td>none</td>
<td>2</td>
<td>7.5</td>
</tr>
<tr>
<td>3</td>
<td>none</td>
<td>2</td>
<td>8.2</td>
</tr>
<tr>
<td>12</td>
<td>light</td>
<td>1</td>
<td>8.4</td>
</tr>
<tr>
<td>1</td>
<td>light</td>
<td>1</td>
<td>8.9</td>
</tr>
<tr>
<td>5</td>
<td>light</td>
<td>2</td>
<td>9.6</td>
</tr>
<tr>
<td>9</td>
<td>light</td>
<td>2</td>
<td>9.6</td>
</tr>
<tr>
<td>11</td>
<td>heavy</td>
<td>1</td>
<td>10.6</td>
</tr>
<tr>
<td>6</td>
<td>heavy</td>
<td>1</td>
<td>11.4</td>
</tr>
<tr>
<td>7</td>
<td>heavy</td>
<td>2</td>
<td>12.7</td>
</tr>
<tr>
<td>10</td>
<td>heavy</td>
<td>2</td>
<td>13.5</td>
</tr>
</tbody>
</table>

The researchers would like to know if there are differences in the mean of the AveDbh with different treatments.

1. Two analyses were run (crd_two_factors.R). The first used AveDbh as the y-variable, and the second analysis used the logarithm of AveDbh instead. Which of these should be interpreted (NOTE: meets assumptions of equal variance and normality of residuals)?

2. Based on the analysis that met the assumptions, is there an interaction between the two factors? Use alpha=0.05.
THEN:

3. If there is an interaction, which treatments differ? (Use pairs of means t-tests at the treatment level, and remember to use the Bonferroni correction.

OR:

3. If there is no interaction, does thinning change the diameter? In what way (higher or lower average diameter across thinning levels? (Use the pairs of means t-test for thinning levels – remember to use the Bonferonni correction).

4. If there is no interaction, does fertilizer change the average diameter? In what way? (Use the pairs of means t-test for fertilization levels – remember to use the Bonferonni correction).

Discussion:

Was the transformation of AveDbh needed?

Was there an interaction? If yes, which treatments differed?

If there was no interaction, is there a difference in mean of AveDbh between thinning levels?

If there was no interaction, is there a difference in mean of AveDbh between fertilization levels?
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